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ABSTRACT

The case study focuses on application of crash prediction models in network screening. The two main questions were (1) What variables should be involved in the model? and (2) How long should the modeled time period be? Answers to these questions should provide guidelines to developing ‘updatable’ crash prediction model, i.e. a model which is both reliable and simple, so that its updating for periodical network screening is not highly demanding.

To this end approximately 1,000 km (600 mi) of two-lane rural road network data from South Moravia (Czech Republic) was used. Based on 8 years of annual crash frequencies, together with exposure and geometrical variables, several variants of prediction models were developed. In order to study their quality, a series of consistency tests was applied, relative to comparison of models themselves, as well as their diagnostic performance.

As a result simple crash prediction models (including traffic volume, segment length and curvature change rate) were found as sufficient for network screening. Supposing that length and curvature are not likely to change often, only traffic volume data need to be periodically updated. Based on consistency analyses this time period should be 4 years. Under these conditions, models are currently being applied in the studied region; further planned activities include extensions to intersections and also to other Czech regions.
1 INTRODUCTION

Network screening (also referred to as ‘identification of hazardous road locations’ or ‘hotspot identification’) is defined as ‘the process by which a road network is screened to identify sites that require safety investigation’ (1). As the first step of road network safety management process, it is one of the most frequent tasks conducted by road agencies (1, 2, 3). According to recommended practices (4, 5), network screening employs crash prediction models (also known as ‘safety performance functions’, SPFs) and empirical Bayes (EB) approach; in the end the list is produced which enables ranking the locations from most likely to least likely to realize a reduction in crash frequency with implementation of countermeasures (3).

Although the mentioned process has been known for several decades, it involves several decisions which have not often been described in the literature with sufficient detail. The main questions, addressed in this paper, are following:

1) What variables should be involved in the model? There are basically two types of models: simple and multivariate (6, 7). The difference is in the independent variables (covariates): while simple model involves risk exposure only (i.e. traffic volume and segment length), multivariate models use also further variables, usually geometric characteristics. While increasing model complexity may provide better insight into modeled safety performance, it has often been found that additional predictors were not beneficial. For example studies of UK single carriageways (undivided two-lane roads), conducted in the 1990s (7), found that only a small fraction of explanatory variables significantly improved the model fit; also recent follow-up study (8) confirmed that the best fitting models did not include any of geometric features. Similar conclusions have been reached by Finnish researchers in the 1990s (9), and dictated their use of simple models since then (10). In recent US study (11), only a few variables were found to explain most of the variation in the crash data. Also previous Czech study (12) showed that simple models may be sufficient for network screening (however only one time period was used, with arbitrarily set length).

2) How long should the modeled time period be? A period between 1 and 5 years is usually recommended for network screening, with 3-year period being the most frequent (4). It is a compromise between the need for quick detection and the need for accumulating a sufficient crash numbers to permit analysis (13). On the other hand, longer time periods may cause problems with instability of conditions which may not reflect current traffic situation anymore (14). Probably due to these issues no specific guidelines for time period choice is usually provided; one exception was the simulation study of Cheng and Washington (15) which concluded there is little gain in the network screening accuracy when using a period longer than 6 years.

Both questions are interrelated and critical in the process of developing ‘updatable’ crash prediction model. Such ‘updatable’ model should be sufficiently reliable (describing safety performance of a modeled dataset) while also enough simple and parsimonious so that its updating (in a specific time period to be estimated) is not highly demanding.
This case study presents a development of ‘updatable’ crash prediction model for network screening in almost 1,000 km (approx. 600 mi) of two-lane rural road segments in South Moravian region, Czech Republic. It is meant as the first application of such study in Czech condition, aiming to prove the approach feasibility as well as practical applicability for the needs of a regional road agency. Based on 8 years of annual crash frequencies, together with exposure and geometrical variables (described in section 2), several variants of prediction models will be developed. In order to study their quality, a series of tests will be applied (section 3 describes comparison of models, section 4 is devoted to model performance). The discussion and conclusions (section 5) will provide answers to the two above stated questions.

2 DATA PREPARATION

Segmentation

The studied network consists of road sections (excluding intersections) of undivided two-lane paved rural roads. Their total length (995 km, i.e. 618 mi) was divided into homogeneous segments with respect to following variables: annual average daily traffic (AADT), speed limit reduction, road category, number of lanes, paved shoulder. A change of any of these variables marked the end of a segment and beginning of another one. Figure 1 illustrates the principle of this segmentation, following the work of Cafiso et al. (16).

In order to obtain segment lengths which will be practical for follow-up safety inspections, segments longer than 500 m (1640 ft) were divided into 250 m (820 ft) parts. After this segmentation most of the segments (78%) were 250 m long, 17% were longer and 5% were shorter. Their total number was 3,764.

Variables

These segments were assigned specific values of response variable (crash frequency) and explanatory variables (exposure data, road and traffic characteristics, context and environment variables) which represent safety-related features. Reported crash frequency data for the period 2007 – 2014 were obtained from the Czech Traffic Police. They include all injury crashes, i.e. with slight, severe or fatal personal consequences. After exclusion of intersection-related crashes, there were 2,219 crashes in total, with frequency between 0 and 18 within a segment. Further explanatory variables were added:

- Annual average daily traffic (AADT) and percentage of heavy goods vehicles (HGV) data were used to represent the crash exposure. These data were acquired from Czech Road and Motorway Directorate, based on the results of national traffic census 2010.

- The segment length, as the second risk exposure variable; its generation was described in the previous paragraph.
Road and traffic characteristics data were also obtained from a Czech Road and Motorway Directorate database, reflecting the state in July 2010. Density of intersections with minor rural roads and density of roadside facilities were computed as frequencies divided by segment lengths. Some variables were not well represented across their range of values: regarding number of lanes, 95% cases were two-lane segments; regarding presence of speed limit reduction, 99% cases were without reduction, i.e. with 90 kph (approx. 56 mph) speed limit applied. These two variables were thus removed.

Another variable was related to the level of quality of road pavement. It is defined according to collected data about cracks and potholes in five classes, from 1 (excellent) to 5 (wrecking). Data collected by Czech company PavEx Consulting in 2011 were used (17), where sections were classified according to the worst quality level presence; however only the list containing sections with levels 4 (unsatisfactory) and 5 (wrecking) was available to authors. Therefore for further analyses each segment was assigned the ratio of length with the pavement quality level 4 or 5; the value is between 0 and 1 (0 means quality better than 4 or 5; 1 means total length in these quality levels).

Some of context and environment variables were also acquired from the Czech Road and Motorway Directorate database. The data for other ones were collected additionally: these were average curvature change rate (CCR), as a traditional alignment consistency indicator, and forest environment, which is linked to wet surface or game crashes (18). CCR was computed as sums of angles between vertices divided by the sum of their lengths (19). The information about continuous forest around the road segment was collected manually from on-line maps, which utilize the data of Czech Environmental Information Agency (CENIA).

All variables and their characteristics are summarized in Table 1.

Modeling

Prior to the modeling, variables inter-correlation was investigated. The highest significant correlation was found between road category and paved shoulder (almost 0.67). Since the difference in lane width for each road category is minimal (category 7.5 is by 0.25 m narrower than 9.5 and 11.5), the connection may be therefore caused by the relation between road category and paved shoulder, which is governed by Czech standards: wider roads tend to be equipped with paved shoulder. Since the amount of intercorrelation was considerable and given the fact that road category is a derived variable, it was removed from the data set.

A negative binomial regression modeling was used to develop the models (for details see e.g. 20), with AADT modeled in function form \( AADT^\beta_1 \cdot \exp(\beta_2 \cdot AADT) \) (following 21). The required prediction model form was then as follows:

\[
P_i = \exp(\beta_0) \cdot AADT_i^{\beta_1} \cdot \exp(\sum_{i=2}^{n} \beta_i x_{it}) \quad (1)
\]
where $\beta_i$ are coefficients to be estimated in modeling and $x_i$ are explanatory variables. For estimation SPSS procedure GENLIN was used.

3 COMPARISON OF MODELS

As indicated, depending on the number of explanatory variables, model type may be simple or multivariate. In order to study the suitable type within available time frame (8 years), following investigation scheme was planned:

- 3-year period is most often used in the literature – thus it was chosen as a minimum time period. Within 8-year time frame, there are 6 variants of 3-year periods.
- 5 years are usually seen as the maximum; in order to check the performance above this level, 6-year period was chosen as the maximal. Within 8-year time frame, there are 3 variants of 6-year periods.
- 4-year periods (5 variants) and 5-year periods (4 variants) were chosen in a similar way, using overlapping variants. For illustration see Figure 2.

Crash prediction models were developed for all 18 variants, in a backward elimination manner, with only the variables with at least 95% statistical significance being kept in the model.

Variants of 5-year models could not be built; the error (caused by singularity or nonpositive definiteness of Hessian matrix) is ‘frustrating but common occurrence in applied quantitative research’ (22). Therefore only model variants for 3-year, 4-year and 6-year time periods were developed. In order to see the effect of variable choice on the ‘least common denominator’, Figure 3 shows the resulting significance of explanatory variables for 3-year variants (as described in Figure 2). Gray cells indicate significance, white cells indicate lack of significance. For all the variants, three variables (in bold) were always statistically significant: logarithm of AADT, length and curvature change rate (CCR).

In the following text the two model types are distinguished:

- the ones, including the three mentioned variables (log AADT, length, CCR), will be referred to as simple
- the ones including also other variables will be referred to as multivariate

In order to compare the performance (goodness-of-fit) of simple and multivariate models, various indicators may be used. For example Oh et al. (23) used five different measures to assess the external validity (Pearson correlation coefficient between observed and predicted crash frequencies, mean prediction bias, mean absolute deviation, mean squared prediction error, mean squared error), while noting that they all should be considered jointly. For the sake of brevity, a single indicator was used here – proportion of systematic variation in the original crash dataset explained by the model (%SV) (e.g. 24, 25, 26). The indicator %SV was computed for all variants of 3-year, 4-year and 6-year models. The values were averaged.
for individual time periods. The results are shown in Figure 4: in gray for multivariate models, in white for simple models.

From Figure 4 it is evident that results are all around 60%, and relatively similar for both model types, with differences below 3%. It means that the explanatory variables, which are missing in simple models, provide only minor improvement of model performance.

4 COMPARISON OF MODEL PERFORMANCE

As stated in the beginning, the study focus is on network screening, based on empirical Bayes method with crash prediction models. In principle crash prediction models were used to obtain predicted crash frequency \( P \) for each segment \( i \). Empirical Bayes estimate of expected crash frequency \( \hat{EB} \) was then calculated, using predicted crash frequency, reported crash frequency and length-dependent overdispersion parameter \( k \) and \( L \). Finally potential for safety improvement \( PSI \) was obtained as a difference between predicted crash frequency and EB estimate \( \hat{EB} \).

\[
\begin{align*}
\hat{EB}_i &= w_i \cdot P_i + (1 - w_i) \cdot R_i \quad (2) \\
w_i &= \frac{k_i}{k_i + P_i} \quad (3) \\
k_i &= k \cdot L_i \\
PSI_i &= \hat{EB}_i - P_i \quad (5)
\end{align*}
\]

where
- \( \hat{EB}_i \): EB estimate
- \( w_i \): weight
- \( P_i \): predicted crash frequency
- \( R_i \): reported crash frequency
- \( k_i \): overdispersion parameter
- \( L_i \): segment length
- \( PSI_i \): potential for safety improvement

Values of PSI were used for network screening. After their descending ranking, two lists of segment numbers were developed. Following previous studies, 1%, 3% and 5% upper tails (top parts of distribution) were further used in order to investigate the differences (1% = 38 segments, 3% = 113 segments, 5% = 188 segments).

The objective is to assess the implications of choice of different modeling time periods on the results of network screening (i.e. ranked lists of segment identification numbers). Assessment may be done in terms of ‘consistency’. In literature various consistency tests have been used. For example Miranda-Moreno et al. (29) applied percentage deviation and Spearman correlation coefficient to compare the performance of two ranking criteria. Cheng and Washington (15) utilized false positives, false negatives and the effects of crash history duration to compare three hot spot identification methods (HSID). In order to evaluate the diagnostic performance of five HSID techniques, Elvik (30) used two epidemiological criteria
Montella (31) employed 4 consistency tests (site consistency test, method consistency test, total rank differences test, total score test) to assess the performance of seven HSID methods.

This literature review shows that consistency criteria have mostly been used for comparison of different screening methods. In this study the principle was adapted in order to compare the effect of using screening based on models from different time periods. Therefore the original meaning of ‘identification with different methods’ is applied in the meaning of ‘identification in different time period’ (all with three different levels of upper tails). In total four criteria were selected from the mentioned studies. Their descriptions and definitions are summarized in Table 2; further details may be found in 30, 31, 32. Note that in Test 4, segments identified as hazardous in maximal (8-year) time period were considered as positives.

The tests were applied on all 28 possible variation pairs of lists of segment numbers (15 pairs for 3-year models, 10 pairs for 4-year models, 3 pairs for 6-year models), for 3 upper tails (1%, 3%, 5%). The figures 5 – 8 show the test results, averaged for specific combinations of upper tail and time period.

It is to be noted that Test 2 (method consistency test) showed relative similarity between the lists based on simple and multivariate models – the agreement was 90% or above for all variants. For clarity the following test results are reported for simple models only.

Based on the test outputs, shown in Figures 5 to 8, and test criterion definitions in Table 2, following results may be stated:

- In Test 1 (site consistency test), optimal (maximal) values are reached with 4-year models (Figure 5).
- In Test 2 (method consistency test), 6-year models provide optimal (maximal) values (Figure 6). However in other studies, which used this test to compare different HSID methods, values below 50% were usually reached as maximal (46.9% in 31, 47.3% in 32, 46.2% in 33, all values for 5% upper tails). Should these values present acceptable threshold, 4-year models would be sufficient, since their values are all above 50% overlap.
- In Test 3 (total rank differences test), minimal value is the optimum. According to the Figure 7, one may choose between 4-year and 6-year time period.
- In Test 4 (epidemiological diagnostic test), optimal (maximal) values are reached with 6-year models. In addition simple and multivariate models were compared; the Figure 8 illustrates that both model types perform the closest with 4-year models.
5 DISCUSSION AND CONCLUSIONS

The case study focuses on application of crash prediction models in network screening (also ‘identification of hazardous road locations’ or ‘hotspot identification’). The two main questions were (1) *What variables should be involved in the model?* and (2) *How long should the modeled time period be?* Answers to these questions should provide guidelines to developing ‘updatable’ crash prediction model, i.e. a model which is both reliable and simple, so that its updating for periodical network screening is not highly demanding.

Regarding model type choice, simple and multivariate models were distinguished. In terms of proportion of systematic variation explained, simple alternatives are almost comparable to multivariate models (Figure 4). In Test 2 (method consistency test) relative similarity between the lists based on simple and multivariate models was reached – the agreement was 90% or above for all variants. In addition the results of Test 4 (epidemiological diagnostic test) illustrate that both model types perform relatively close, with optimum at model variants from 4-year time period.

Regarding choice of time period, several consistency tests were applied. Most of the results indicate that 4-year period is acceptable for developing a crash prediction model – in terms of site consistency, method consistency, and total rank differences. Unfortunately, with exception of Test 2 (with results percents of overlap between ranked lists), it is difficult to relate the test results to other studies, due to their several differences. For example with Test 4, different authors considered different time periods to represent ‘true mean’: while 8-year period (as an available maximum) was used in the presented case study, shorter period (3 years) was used by the others (32).

To sum up the simple models include explanatory variables of traffic volume (AADT), segment length and curvature change rate (CCR). Supposing that length and curvature are not likely to change often, only one variable (AADT) needs to be updated. Network-wide AADT update should follow national traffic census, which takes place every 5 years; in the meantime AADT growth factors (34) may be used, in overlapping time period of 4 years. Currently 2011 – 2014 time period has been used; as soon as 2015 crash data become available in 2016, new model for 2012 – 2015 period will be calibrated.

Under these conditions, ‘updatable’ crash prediction model is currently applied in the studied region. It is hoped to be a beneficial tool for road network safety management in South Moravian region. Further planned activities include extensions to intersections and also to other Czech regions.
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**TABLE 1 Overview of Data with Description and Descriptive Statistics of Variables**

<table>
<thead>
<tr>
<th>Data type</th>
<th>Abbr.</th>
<th>Description</th>
<th>Data type and unit*</th>
<th>Descriptive statistics (min / max / mean / SD or frequencies)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crash data</td>
<td>R</td>
<td>8-year frequency of reported injury crashes</td>
<td>count</td>
<td>0 / 18 / 0.59 / 1.21</td>
</tr>
<tr>
<td>Exposure data</td>
<td>AADT</td>
<td>Annual average daily traffic</td>
<td>continuous [vehicle per day]</td>
<td>91 / 18,498 / 2,459.37 / 2,229.86</td>
</tr>
<tr>
<td></td>
<td>HGV</td>
<td>HGV percentage</td>
<td>continuous</td>
<td>0.06 / 0.50 / 0.18 / 0.06</td>
</tr>
<tr>
<td></td>
<td>LEN</td>
<td>Segment length</td>
<td>continuous [m]</td>
<td>51.00 / 499.88 / 264.29 / 64.03</td>
</tr>
<tr>
<td></td>
<td>CAT</td>
<td>Road category</td>
<td>binary</td>
<td>0: 3,156; 1: 608</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Road and traffic data</td>
<td>SH</td>
<td>Paved shoulder</td>
<td>binary</td>
<td>0: 3,333; 1: 431</td>
</tr>
<tr>
<td></td>
<td>PAV</td>
<td>Pavement quality</td>
<td>continuous</td>
<td>0 / 1 / 0.49 / 0.49</td>
</tr>
<tr>
<td></td>
<td>CCR</td>
<td>Average curvature change rate</td>
<td>continuous [gon per km]</td>
<td>0.0 / 1,498.18 / 98.03 / 134.27</td>
</tr>
<tr>
<td>Context and environment data</td>
<td>INT</td>
<td>Density of intersections with minor rural roads</td>
<td>continuous [number per km]</td>
<td>0.0 / 16.90 / 1.16 / 2.40</td>
</tr>
<tr>
<td></td>
<td>FAC</td>
<td>Density of roadside facilities</td>
<td>continuous [number per km]</td>
<td>0.00 / 52.00 / 2.58 / 5.76</td>
</tr>
<tr>
<td></td>
<td>FOR</td>
<td>Forest environment</td>
<td>binary</td>
<td>0: 2,977; 1: 787</td>
</tr>
</tbody>
</table>

* Note: 1 m (meter) = 3.3 ft, 1 km (kilometer) = 0.6 mi
### TABLE 2 Summary and Description of Applied Consistency Tests

<table>
<thead>
<tr>
<th>Test</th>
<th>Test premise</th>
<th>Test criterion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Site consistency test (Test 1)</td>
<td>A segment identified as risky during time period $i$ should also be identified as risky in time period $i + 1$.</td>
<td>The method that identifies segments in time period $i$, with the highest crash frequency in a time period $i + 1$, is the most consistent.</td>
</tr>
<tr>
<td>Method consistency test (Test 2)</td>
<td>A list of segments, which were identified as risky during time period $i$, should be similar to the list of segments, which will be identified as risky in time period $i + 1$.</td>
<td>The method that identifies segments in time period $i$, whose list has the largest overlap with the list of segments identified in time period $i + 1$, is the most consistent.</td>
</tr>
<tr>
<td>Total rank differences test (Test 3)</td>
<td>The segments in the lists, produced in Test 2, should have similar rankings between time periods $i$ and $i + 1$.</td>
<td>The method with the smallest sum of total rank differences between the lists from time periods $i$ and $i + 1$ is the most consistent.</td>
</tr>
<tr>
<td>Epidemiological diagnostic test (Test 4)</td>
<td>The method should identify as many of the truly risky segments as possible (sensitivity), and as few of truly non-risky segments as possible (specificity).</td>
<td>The method with the greatest sum of sensitivity and specificity is the most consistent.</td>
</tr>
</tbody>
</table>